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1. Introduction.

Recently a lot of work has been done in the area of robustness of multivariate
tests. Robustness typically carries three meanings: null, nonnull, and optimal-
ity. Roughly speaking, a test is defined to be null robust if its null distribu-
tion remains the same for a class of distributions including the distribution
under which the test is derived. Similarly we define the nonnull robustness of
a test by the invariance of its nonnull distribution in a class of distributions
including the underlying distribution. Finally, a test is called optimality robust
if an optimal property the test enjoys can be extended to a class of distributions
including the distribution under which the optimality holds. 1In a series of
articles published by the present authors, the various relationships connecting
these robustness concepts have been clarified, tools for establishing robustness
of.many multivariate tests have been developed and extensively used (see e.g.
Kariya (1977, 1980, 198la, 1981b), Kariya and Sinha (1985), Sinha (1984),

Sinha and Giri (1985), Sinha and Das (1985)). It turns out that in all the cases
considered so far optimality robustness along with null robustness hold for many
familiar tests for a broad class of nonnormal distributions, However, it should
be noted that in these approaches nonnormality at the sacrifice of independence
has been considered. Therefore, in dealing with independent populations, this
approach is not quite natural.

In this paper keening (between) independence of the two populations we con-
sider some testing problems involving location and scale parameters under some
conditions on the underlying distributions. To be specific, in Section 2 we
have considered the problem of testing the equality of two location parameters
without any scale parameter and shown that the test based on the difference
between the two sample means is conditional UMPI, conditionally given two ancillary

statistics. However, it 1is not unconditionally so unless either the populations




ARSI DA R AN SARuUb S Sde e e SiiaRie Yol

are normal or there is only one observation from each population. In Section 3 we
consider the problem of testing the equality of two scale parameters with or with-
out the presence of location parameters and prove that the standard normal-theory

- UMPI F-test is optimality robust.

i. In Sections 4 and 5 analogous results have been obtained in association with

standard tests considered in life-testing models (exponential distribution).

It should be pointed out that in these tests null robustness does not hold

mainly because of independence.

As a technical tool, Wijsman's (1967) representation theorem is used.

2. Tests of Equality of Two Location Parameters (Non-Normal Case).

* *
Let X : (n1+1)xl and Y : (n2+1)XI be independent random vectors with pdfs

(with respect to Lebesgue measure)

(2.1) £y (x)=q1[(x -0, )(x -6 1)], (y) qz[(y -8 e2) (y -6 e)]

l ~ 2 -
x D.*l * n.+1 n,+1 n, +1
where x ¢ R 1 , Y €R 2 N (l,...,1)'eR 1 , €, (1,...,1)'e R z 5,
- - - n_+1 n,+1 ~
ql,ﬂze R and 9, and q, are pdfs over R and R respectively. Making a suitable

orthogunal transformation, without any loss of gcnerality, we can write
* * n, n,
x = (x,xi)', y = (y,yi)' where X € R 7, ¥, € R © and assume that the pdfs are

- ~ -~

(2.2) 1(::) q, [(x~8 ) +xxl, f 2(33) = q,[(y-8,) +yly1]
The problem of testing HO: 61 = 82 vs Hl: el> 62

G of transformations, G = Glx GZ’ where G1 is the group of translations:

X+ X+c, y+y+c, =»< ¢c< =, and G2 is the group of orthogonal transformations:

0(n;) X 0(n,) acting on x, and y, as: X; *TyXs ¥ To¥s ryeotny), i=1,2.

remains invariant under the group
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representation theorem, the ratio of the pdfs of T under nonnull to null is

Clearly T = (x-y, X ) is a maximal invariant, Using Wijsman's (1967)

obtained as

2 8 V2 4ot
’:“1[(”" 807 +x1%, 19, [(y+e=0,)" +yjy, 1de

(2.3) R = dpy [dPT = —
1 o 2 4x! (y+e-8 )2 +y'y. lde
Gy [Gere=8) 4 xyx, 10, [(r¥e=8,) " 4749y
) q [c2+x'x lq [(c—z+6)2+y'y Jde
Late i 101

= » 2= X"y, §=0-0

, 2
[c2+x'x lq [(c-z)2+y'y ldc
_mql *101°% 2171

J:‘lll (c=6) 2+’fif1]q2 [ (C'Z)z*'i"li'lldc

i [c2+ 'x. ] [(c-z)2+ 'y, lde
J_dalexix g, 711

To derive an optimum invariate test based on R, note that, conditionally given

the two ancillary statistics x]'_x:L and yiyl, the ratio of the conditional pdfs

of (x-y) under nonnull to null is precisely R. However, from (2.3), R can be

expressed as

(2.4) R = E{q, (c-6)2+x]'_x1]/q1[c2+xix1]}

where E stands for expectation with respect to c having the pdf

2., 2, A 2, 32,
(2.5) c~q1[c +:~;1f1]q2[(c z: +2121]/[mq1[c +f1’f1]q2[<c z) +zlzl]dc.

We now make the following assumption. ST
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Assumption 2.1. qy9,¢ Q= {q: [(c a; LR c, for every a>0, t >0},
qlc +t

It then follows that the family of distributions of ¢ in (2.5), generated by

the parameter z, keeping xl 1 and yiyl fixed, has MLR property in c by the assump-
tion q2<zQ and hence R is nondecreasing in z by the assumption ql.eQ (Lehmann
(1959), p. 74). We have, therefore, proved the following.

Theorem 2.1. For testing Ho: 91_=82 vs le 81'>62 in the model (2.2), the

test with a critical region z >k is UMPI in the class of conditional level-a

tests, conditionally given the two ancillary statistics x!

\j
X)X 1 and ZlZl’ whenever

q19q2 € Q‘

Remark 2.l. It is clear from (2.3) that when both q, and q, are normal,

4

1%
nonnormal q's, sufficiency-invariance reduces (x,y, xixl, yiyl) to (x-y, x 1 l’ylyl)

and yiy1 can be ignored and the above test is UMPI unconditionally, For

and the above conditional argument is necessary unless n =n, =0, This means

1

the test is UMPI when there is only one observation from each population and
ql’qz € Q‘

Remark 2.2, If qeQ is differentiable, Q is equivalent to

(2.6) Q= {q: (J-ﬂ’—*i)-) ve, ¥ t>0l.
q(c™+t)

-~ r
An example of a q €Q is provided by q(u) = e v , T 3_%. It may be remarked that

a t-density ¢ Q.

Remark 2.3. Our attempt to derive a UMPI or even a LBI test when q, and q, invoive
an unknown common scale parameter is not successful unless 9 and q, are normal.

It is possible that the familiar Fisher's t-test for this problem based on
1/2
) /

is optimum only for normal densities.

G N
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Remark 2.4. The null pdf of Z is given by

2.7) dpéo/dz = E@;l(cz)qé((c-z)z)dc

-, 2 2 ., - Cov2y o o2t
where ql(c ) = J . ql(c +§1§1)dxl, qz((c 2)7) = [ . qz((c z) +zlzl)dy1. Thus
]
the null robustngss of the test does not hold. R

3. Test of Equality of Two Scale Parameters (Non-Normal Case).

Let x, be n, x1 random vector with pdf (with respect to Lebesgue measure)

-1 i
—ni 2
= - ! - =
(3.1) fi(’fi) 9y qi((fi uigi) (fi “ifi)/oi) (1=1,2),
: " ™ )
. where € R, e = (1,.0e51)'e R~ and X, € R © and x, € R © are independent., Here
. we consider the problem of testing H: 02 = 02 vs H.: 02 >02. Of course, if x,'s

1 2 1 1 72
are both normal, then the F-test is UMPI. We shall show it is also UMPI in the

i

above situation under a mild condition on ql,qz. This implies an optimality ro-
bustness of the F-test. Without essential loss of generality, assume u1=\u§=0.

Then the problem remains invariant under the transformation x, +cx, (1 =1,2),

i i
where c¢G = (0,2), Then the ratio R of the pdfs of a maximal invariant under

nonnull to null is given by R = N/D, where

' ) 2 Y 2., 2. n-1
(3.2) N-N(ol,cz) JG[Hi.*lai qi(.c fifilci)]c dc
n=n,+n, and D = N(o,,0,) In (3.2), transforming c into c(x'x )1/2/0 N
17 1°% *4s g *2%2 2
becomes
-n/2 n e
o (ot 1/2 2 2, n-1
(3.3) N, (321:2) Y Joql(xtc g, (e%e Tde

where vy 02/01 and t 1;11!1/1(21:2. Note D Nl' Further let Qn be the class of
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f
functions from [0,~) into [0,«) such that for any qe Qn’ J q(x'x)dx = 1 and
n - -~
q(Bu)/q(u) is increasing in u for any 0 <g <1, Then we ob%ain

Theorem 3,1. The test based on t = xixl/xéx2:>k is UMPI for testing oi = cg vs

02'>02 under the pdf’s in (3.1) for any q eQn y q eQn . But the null distribution .
1 72 1 1y 2 2

of t depends on 9, and 95

Proof. Clearly t is a maximal invariant under G. Under the null hypothesis, the

pdf of t is directly shown to be

(3.4) dPIti = at(“"z)/2 qu (tcz)q (cz)cn—ldc
0 1 2
where a is a constant depending on 0y and n, only and P; is the distribution of
2 2 t t
t under HO. o] = 05 Hence from R dPHI/dPHO NY/Nl with NY in (3.3) and

(3.4), the pdf of t under (01,02) is given by

n /2
G VE R 4 a reeDq, D™ e lae,

(3.5 h(t|v)de = Rdp; =
0

so h(t|y)/h(t[1l) = R. Further R in this sense is expressed as
n, /2
(3.6) R=y ' Elq;(re’)/q; )]

where the expectation is taken with respect to the pdf

(3.7) kt(cz) - ql(cz)qz(czlt)cn-1/J:ql(cz)qz(cz/t)cn-ldc.

Here we show that kt(cz) with t >0 has a monotone likelihood ratio property

in c?. In fact, since qztians ktz(cz)/kﬁﬁcz) xﬁz(czltz)/qz(cz/tl) is increasing in 2
for t2>'t1. Therefore, since ql(Ycz)/ql(cz) in the inside of the expectation of

(3.6) is increasing in c2 by assumption, its expectation is increasing in t

(see Lehmann (1959) p. 74). This implies R in (3.6) is an increasing function

of t. Consequently by the Neyman~Pearson Lemma, the test based on t >k is UMP.




Remark 3.1, If u. =

Since t does not depend on qi's, it is UMPI for all ql.eQ“ > 4, th . But the
1 2

null distribution of t in (3.4) cannot be free from qi's. This proves our result.
1%, = 0 is not assumed, the increasingness of q(Bu)/q(u) is
simply replaced by that of E(Bu)/a(u), vhere q(u) = fmq(u+x2)dx.

Remark 3.2. A crucial distinction of our result from-Zorollary 4.3 in Kariya (1981)
lies in assuming the independence of X and Xy
Remark 3.3. The null distribution of t is given by (3.5) with vy = 1. Hence for
specific 93 and 9y significance points of t are obtained from it,

Remark 3.4. If q is differentiable, a necessary and sufficient condition for
q(Bu)/q(u) to be increasing in u for 0 <B <1 ls given by q'(u) <0 and

Eﬂ%%ﬁ% + u. This condition is satisfied for a multivariate t-distribution and also

for more general normal mixtures.

4. Test of Equality of Two Location Parameters (Noﬂ;Egponential Case).

Let X: n, x1 and Y: n, x1 be independent random vectors with pdfs (with

1

respect to Lebestue measure)

2

nl n

2
(b.1) £, (x) =q. [} (x,~6.)], £ () =q,[ ] (y,-8,)]
0, X 11 178 faz- 20 L 947%

"1 )
'xiiel’yiiez’yi;XER s YER 7,

y Bl,ezeR.

0: 61 = 92 vs Hl: 91>62 remains invariant under the

group G of translations acting as x, +x,+c, y,+y,+c, 1 =1,...,n, 8. +B_+c,
i "4 i i n) 1 1

£ -+ -0 o = = = -

92-+62 c, <c,< Let x(l) min xi’y(l) min Yyo tl %(xi x(l)),

by

t, = 2 (yi_y(l))' Applying Wijsman's (1967) theorem, the ratio R of the pdfs
1

The problem of testing H

of a maximal invariant T = (x(l)-y(l), tl,tz) under nonnull to null is obtained

as




PPl Sulh - Sk Ak sk Sl A Rt Sl sl svi soe oo "."

nl n2
apT q, [ § (x,+e=6,)14, 1 § (y,+e=8,) ]dc
(4.2) R = I;l' zmax(817%)* %7 @)
dP nl n2
Ho J q; [ ) (x;+c=8,) ]q, | Z(yi+c-91)]dc
czpax(el-x(l),el—y(l)) 1 1

q,[t.+n (x, . . +c~68_.)]q, [t 4+, (v, ,+c-8_)]dec
_ _ 1°71 71Y°(D 1777207272 (1) 2

q, [t 4. (x,,  +c=6.)]q, [t +n_ (y, . +c-6.)]dc
171771 Rty T e
ezmax(8; (1) 917V (]
i
q,[t,+clq, [t, + = (c~2z+8) ]dc
c>max(0,2z-6) 171 222 m

n » EEXy Tay 4G
2
q,[t.+clq,[t, + — (c-2)]ldc
c>max(0,z) 1" 2°2 ny

2
q,[t,+c=8]1q,[t, + = (c-2) ]dc
c>max(§,z) 171 202 "1

n
2

q. [t +clq,[t, + = (c-2)]dc
c>max(0,z) 11 2°2 ny

|
i
J :
]

To derive an optimum invariant test based on R, note that, conditionally given

the two ancillary statistics tl and tz, the ratio of the conditionalpdfs of =z

under nonnull to null is precisely R. Moreover, from (4.2), R can be expressed

as

4.3) 4 R = E{ql[(tl+c-6)]/ql[t1+c]}-1[c>6]

where 1 is the indicator function and E above stands for expectation with
respect to c having the pdf,

n

n
(4.4) c~q, [t +clq, +-n—2- (c=2)]/
1

2
q,[t.+clq,[t, +—= (c~2) ) dc, c>max(0,z).
jc>max(0,z) 1" 22 !
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We now make the following assumption.

Assumption 4.1, qp59, € Q = {q: q(t+c-a)/q(t+c) tc for c>a, ¥t >0},

It then follows that the family of distributions of ¢ in (4.4), generated by z
for fixed tl,cz, has MLR property in ¢ by the assumption q, € Q and hence R is
nondecreasing in z by the assumption qleQ [vide Lehmann (1959), p. 74]. This
proves the following result.

Theorem 4.,1. For testing H 8, =8, vs H.: 8, >8,_ in the model (4.1), the test

0° "17 %2 1f "17 %2
with the critical region z >k is UMPI in the class of conditional level-a tests,

conditionally given the two ancillary statistics t. and t2’ whenever 9,59, € Q.

1
Remark 4,1, It is clear from (4.2) that when both qy and q, are exponential,

tl and t:2 can be ignored and the above test is UMPI unconditionally. For non-

1 - ’
exponential q's, sufficiency-invariance reduces (x('l)’y(l)’tl’tZ) to

(x(l)ay(l)’tl’tz) and the above conditional argument is necessary unless n, =n, =1
in which case tl and t2 become vacuous.,
Remark 4.2. If qeQ is differentiable, Q is equivalent to
(4.5) Q = {q: cq'(t+c)/q(t+c) + ¢, ¥t >0},
- -
An example of a q<Q is provided by q(u) = e , r>0,
Remark 4.3. The null pdf of z is given by
z r ~ ~
(4.6) P /dz = J ql[c]qz[c-z]dc
0 c>max(0,z2) n,-1
n,-1 -2
- % 1 - o 2
where ql(,c) = Joqi[,tﬂ:l]tl 2 dty, qz(c-z) = l’oqz[c--zﬂcz]t:2 dtz. Thus the

null robustness of the test does not hold.




5. Test of Equality of Two Scale Parameters (Non-Exponential Case).

let X: n, x1 and Y: n,x1 be independent random vectors with pdfs (with

1 2

respect to Lebesgue measure)

-nl n -n n2

1
(5.1) £ () =0, q[ ] xeud/o 1, £ (y) =0, 2q,[ Yy, -u,)/o,]
ul,ol . 1 1 1 i1 1 uz,cz .. 2 2 1 i "2 2

xi:.ul’ yi_>_u2’ Vi) —-=»< ul’uz <m’ 01’02 > 0‘

0: ol = 02 vs le ol>02 when ul

unknown. The problem remains invariant under the group G of transformations:

We consider the problem of testing H and u, are

xi->axi‘"c s ¥ ->ayi+c2, u

+ +
1’ 7y AN Ty Wy FAUTC,s O

1 1 1789 ¢

n . n
1

+ag -o<C_gC <=, a>0.
2’ 1’727

2
2

Let x(l) = min Xy y(l) = miny,, tfg(xi-x(l)), t, = é(yi_y(l))' Applying

Wijsman's (1967) theorem, the ratio of the pdfs of a maximal invariant Z= t:l/t:2

under nonnull to null is obtained as

- t.+n +c - +o - -
M2 . [a 4y (ax g tey “1)] [atz*'“z(ay(l) ) “2)]a“1+“2 1d de. de
ap? 2 1 o 12 o, 4919
(5.2) R = Hl . cl>u1-ax(1),c2>u2-ayi1),a>0
* Z - t +c_- +c, - -
dPH o} "2 q [a l-ml(ax(l) e “1] [atz-mZ(ay(ll eie! )]anl-*-nz 1dadc: dc
o 1 1 ) 92 o) 1°%2

178 (l),c2>u2-ay(l),a>0

at at, =(n,-1)
- l.~ 2 2
f:qll——]qz[-— 9, da

9 i) - (*
= y q(x) = J q[x+uldu
. a3t o oat, -(n,~1) 0
rq]_[_—c ]qz[_c ]Gl da
0 1 2

ril[azéliz[a]da ~(a,-1)

= 0 e 8

T
N

d,laz)q,lalda
,C 143229,
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J Ellaélizlaz'llda ~(a,~1)

-0 §
fﬁ [a],laz 1}da
0 1 2
-(n,-1) -

= § E[qllaGI/qlla]]

where E above standsfor expectation with respect to a having the pdf
~ -~ —1 w-— -~ "‘1

(5.3) a~q,lalq,faz "]/| q,[alq,[az "]da, a>0.
1 2 0 1 2

We now make the following assumption.

Assumption 5.1. al,azeQ = {q: c'i[ad]/a[ah a for 0 <d<1}.

It then follows (vide Lehmann (1959), p. 74) that the family (5.3) has MLR
property in a and hence R is nondecreasing in z. Thus we have proved the

following.

Theorem 5.1, For testing H.: o, = o, vs, 0, >0, in the model (5.1), the test with

0 1 2 1 2
the critical region z >k is UMPI whenever al,qz e Q.

Remark 5.1. If either ¥y or u, or both are known, tl and tz are suitably rede-
fined and the assumption 5.1 is modified accordingly. n14112
—(n2+3)/2 o - -1 2
Remark 5.2. The null pdf of z is given by z f q]_[a]qzlaz ] a da.
0

Hence for specific 9 and 9, signigicance points of z are obtained from it.

Remark 5.3. If q admits a derivative, Q is equivalent to

Q = {q: aq'(a)/q(a) +a > O}.

-~ -~ - r
An example of a q ¢Q is provided by q(u) = e Y 5o,




.....

1.

5.

6.

7.

9.

10.

Anno Statist- 2, 206-2150

Statist., 9, 210-214.

12

REFERENCES

Kariya, T. (1977). A robustness property of the tests for serial correlation.

Kariya, T. (1980). Locally robust tests for serial correlation in least
squares regression. Ann. Statist. 8, 1065-1070.

Kariya, T. (198la). A robustness property of Hotelling's T2 test. Ann.

Kariya, T. (1981b). Robustness of multivariate tests. Ann. Statist. 9,
1267-1275.

Kariya, T. and Sinha, B.K. (1985). Nonnull and optimality robustness of
some tests. To appear in Annals of Statistics (September, 1985).

Lehmann, E.R, (1959). Testing Statistical Hypotheses. Wiley, New York.

Sinha, B.K. (1984). Detection of multivariate outliers in elliptically
symmetric distributions. Ann. Statist., 12, 1558-1565.

Sinha, B.K. and Giri, N.C. (1985). Robust tests of mean vector in symmetri-
cal multivariate distributions, Tech. Report 85-01, Center for Multivariate
Analysis, University of Pittsburgh.

Sinha, B.K. and Das, R. (1985). Detection of multivariate outliers with
dispersion slippage in elliptically symmetric distributions. Tech., Report
85-04, Center for Multivariate Analysis, University of Pittsburgh.

Wijsman, R.A, (1967).Cross-sections of orbits and their application to
densities of maximal invariants. Fifth Berk. Symp. Math. Statist. Prob. 1
389-400, Univ. of California Press.




SECURITY CLASSIFIC ATION OF TrIS PAGL (When Date Fitersy)

Sl A

REPORT DOCUMENTATION PAGE

READ INSTRUCTIONS
BEFORE COMPLETING FORM

4. TIYLE (and Subtitie)

Optimality Robustness of Tests in Two
Population Problems

AR Al . o o |

~ q 2. GOVY ACCESSION NO.| 3. RECIPIENT'S CATALOG NUMBER
_ lgp;él (02 26 5

S TYYPE OF REPORT & PERIOD COVERED

Technical -~ August 1985

6. PEAFORMING ORG. REPORY NUMBER

85-32

7. AUTHOR(a)

Takeaki Kariya and Bimal K. Sinha

8. CONTRACT OR GARANT NUMBER(s)

F49620-85-C~0008

9. PERFORMING ORGANIZATIO.N NAME AND ADORESS
Center for Multivariate Analysis

515 Thackeray Hall
University of Pittsburgh, Pittsburgh, PA 15260

10. PROGRAM ELEMENT. PROJECT, TASK
N

AREA & WORK UNIT NUMBERS

GOWO2F 234/ AD

1. CONTROLLING QFFICE NAME AND ADDRESS

Air Force Offlce of Scientific Research
Department of the Air Force
LDC 20332

REPORT DATE !

August 1985

12.

13. NUMBER OF PAGES

14. MONITORING ACENCY NAME & ADDRESS(!! diiterent (rom Controlling Ollice)

Approved for public release; distribution unlimgit

18. SECURITY CLASS. (of this reportf

[ 718a. DECL ASSIFICATION/ DOWNGRADING |
. SCHEDULE

. OISTRIBUTION STATEMENT (of thie Report)

Approved for public release; distribution unlimited

. DISTRIB‘J_NON STATEMENT (of the abatract entered in Block 20, it dilterent from Repart)

. SUPPLEMENTARY NOTES

XKEY WORDS (Continue an teveres side Il necesesry and identtly by block number)

Exponential distribution, Monotone likelihood ratio (MLR), Normal
Normal distribution, Null robustness, Optimality robustness.,

20 ABSTRACT (Coantinue on reverse side 1f necessary snd identily by dlock number)

samples are considered.

normality or exponentiality continue to be optimum
distributions.

However, the tests are not null robust.

The problems of'tescing the equality of two location parameters (without the
presence of scale parameters) and the equality of two scale parameters (with
or without the presence of location parameters) based on two independent -

It is shown that, under some mild conditions on the
underlying distributions, the standard optimum invariant tests derived under

for a wide class of
As a technical tool,

FORM
JAN 73

0o , 1473

~N

————lnclagsified
SECURITY CLASSIFICATION OF THIS PAGE (When Dera Encereu)




Unclassified

SECURITY CLASSIFICATION OF THIS PAGE(When Deata Entered)

(Abstract) continued...

Wijsman's (Fifth Berkeley Symposium, Vol. 1, 1967) representation theorem
is used.
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